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The probabilistic graphical model of data generation, data transmission and task 

inference of the proposed task-oriented communication system. 𝑈𝐶 is the causal 

part of information source which including the task-relevant information. 𝑈𝑆 is the 

spurious part of information source which including the task-irrelevant information.

Background and Problem Formulation

Simulation Results

The attention heatmap visualization of different 

transmission schemes. The proposed method can focus 

on the task-relevant information, i.e., the object, while the 

DeepJSCC method focuses on the task-irrelevant 

information, i.e., the background color.

Accuracy versus test PSNR. The proposed method 

outperforms baseline methods, indicating the proposed 

method is more robust. Moreover, the performance of 

non-causal-based methods, i.e., DeepJSCC and 

DeepJSCC-VIB, degrades as the PSNR improves.

Performance of joint generalization and detection. The 

proposed method can achieve the best performance on 

both generalization and detection tasks. The generalization 

performance of proposed method is only slightly com-

promised when adding the detection objective.

• Task-oriented communication aims to extract and transmit only task-relevant 

information for reducing the communication overhead and transmission 

latency. However, the distribution mismatch between training and test data 

is a challenging problem. Main issues include:

• How to generalize to domain-shifted data?

• How to detect semantic-shifted data?

• How to address above issues without compromising rate-distortion

trade-off?

• We propose an invariant information bottleneck-based method for domain-

shift generalization. Specifically, we penalize the complexity and domain 

dependence of the encoded feature through mutual information term. 

Furthermore, we enhance task-oriented communication systems with 

conditional information bottleneck for feature encoding to detect semantic-

shifted data.

• To avoid the intractable computation of mutual information term, we use Taylor 

expansion approximation and variational approximation to derive a tractable 

upper bound.

Invariant IB

Extract Minimal, Sufficient and Causal Features

Conditional IB with Contrastive Learning

Extract Minimal, Sufficient and Distinguishable Features
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