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Motivation (1>

Intuitive analysis

uplink ! downlink
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Theoretical analysis

The relationship between model error and BER:
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The relationship between FL convergence and BER:
FL with uplink BER:
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FL with downlink BER:
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In wireless federated learning, the learning performance Is
affected by the communication errors in both uplink and downlink
channels. This study Is going to investigate the robustness of
federated learning to communication errors, especially to find the
difference between uplink and downlink In case of the error
tolerance.

For uplink, the errors usually occur In different DNN parameters for
different clients. When aggregated in uplink, the error will be
averaged. But for downlink, the errors in global model will just be
broadcast to clients and propagated In local training. So uplink
should tolerate higher BER than downlink.
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