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Motivation

The rapid advancements in multimodal large language models offer significant potential for 

6G wireless communication systems, where AI-driven applications will require real-time data 

processing, visual understanding, and reasoning capabilities. However, the computational 

demands of these models, especially for cloud-based inference, remain a challenge. To 

address this, we propose Mini-Gemini, an initiative focused on improving open-source 

models and optimizing them for efficient local inference on mobile devices and personal 

computers, reducing reliance on closed-source systems. This approach aligns with 6G’s 

vision of low-latency, distributed AI, enabling seamless, accessible, and efficient AI-powered 

applications across a wide range of devices in the 6G era.

Challenge

1. There is a huge performance gap between close source and open source VLMs.

2. Large language model is hard to deployed on edge devices, due to huge inference cost.

Contribution

1. With data iteration and better utilization of the image data resolution, we propose token 

simplification to reduce computation.

2. Our approach attains leading performance in various settings and even surpasses many 

private models.

3. With instruction driven visual information mining approach, our model can efficiently 

deployed on laptop and mobile phone.
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