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Motivation

The rapid advancements in multimodal large language models offer significant potential for

6G wireless communication systems, where Al-driven applications will require real-time data
processing, visual understanding, and reasoning capabillities. However, the computational

demands of these models, especially for cloud-based inference, remain a challenge. To
address this, we propose Mini-Gemini, an initiative focused on improving open-source
models and optimizing them for efficient local inference on mobile devices and personal

computers, reducing reliance on closed-source systems. This approach aligns with 6G’s
vision of low-latency, distributed Al, enabling seamless, accessible, and efficient Al-powered

applications across a wide range of devices in the 6G era.

Challenge

1. There Is a huge performance gap between close source and open source VLMSs.

2. Large language model is hard to deployed on edge devices, due to huge inference cost.

Contribution

1. With data iteration and better utilization of the image data resolution, we propose token
simplification to reduce computation.

2. Our approach attains leading performance in various settings and even surpasses many

private models.

3. With instruction driven visual information mining approach, our model can efficiently
deployed on laptop and mobile phone.

Image Understanding and Generation
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Give me an advice where to
travel to China.

China is a vast and diverse
country with many different
regions to explore. Some pop-
ular destinations for travelers
include Beijing, Shanghai, Xi’-
an, Chengdu, and Guilin. Bei-
jing is the capital and offers a
glimpse into China's rich his-
tory and culture...
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Multimodal Agent
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Build teams that adapt to change with the tech skills you
Clock Contacts need for your key initiatives.

Assess. Upskill. Practice. Evolve. All with Pluralsight Skills
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Observation: The screenshot displays the home screen of
an Android smartphone, with a user interface that suggests §
a recent version of the Android operating system......
Thoughts: To check the setting of YouTube application,
you should first locate the icon in the screenshot and tap
onit. The icon is visible at ......
NextAction: click(0.53, 0.82)
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(a) The detailed results on Android with observation, thoughts, and next action.

Processor Intel Core i5 Intel Core i7
Graphics Intel Iris Graphics 6100 Intel Iris Pro Graphics
Battery Life Up to 10 hours Up to 8 hours
Trackpad Force Touch trackpad Multi-Touch trackpad
Speed 2.7GHz, 2.9GHz 2.2GHz, 2.5GHz
Memory 8GB 16GB

Storage 128GB, 256GB, 512GB 256GB, 512GB

Price $1,688.00, $1,988.00, $2,388.00  $2,688.00, $3,288.00

High-Resolution Understanding

Please show me a similar
artwork, but in the
grassland background.

Show me one idea of what |
could make with this.
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PN User: Canyou book an air ticket from Hong Kong to Beijing tomorrow?
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Action: <type>(‘air ticket from Hong Kong to Beijing’)
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Action: <type>(hotkey=‘ENTER’)

O mwsag,

Action: <click>(523, 425, left, single)

ame:

[ 7 ve
‘Show your work below
\!

1Dt A

3:33 > o

g
Action: <click>(121, 680)
P Agent: Task complete. The page shows air &
- ticket from Hong Kong to Beijing offered by the
Hong Kong Express with a price of HK$1388.
(b) End-to-end episode demonstration for completing task on a Windows10 environment.
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ustin is preparing for a violin performance this weekend. He prac \
on Monday and 133 minutes on Tuesday. How many more minutes did Justin

on Monday than Tuesday?

$ ./bin/llama-mgm-cli -m models/Model-7.6B-Q4
_K_M.gguf
92 --temp 0.2
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--image data/image.jpg -p "Which car is ftext|>"
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(a) Details in patch info mining.

What is unusual in this image?
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Keep top p% visual tokens

1. Here's a solution to a Math problem by a student. Try to reason about the question step
by step. Did the student get the correct answer?

The student has attempted to solve the math problem by adding the number of minutes
Justin practiced on Monday and Tuesday.

The student has correctly added 254 minutes (254 is 250 + 4) to 133 minutes, resulting in
387 minutes. However, the student has not accounted for the fact that Justin practiced
more on Monday than on Tuesday.

The correct answer should be the difference between the total minutes Justin
practiced on Monday and Tuesday, which is 254 minutes (Monday) - 133 minutes
(Tuesday) = 121 minutes. Therefore, Justin practiced 121 more minutes on Monday than
on Tuesday. The student's answer is incorrect as they have not subtracted the Tuesday
practice time from the total Monday practice time.

2. Why does this image look funny?

The image may appear funny due to the unexpected and unusual sight of a dog
seemingly 'hiding' among the sheep. This is not a common occurrence, as dogs and

- sheep are distinct species with different behaviors and appearances. The dog's
 presence among the sheep, especially if it is a herding dog, can be seen as humorous

because it contrasts with the typical expectation of a dog's role in a flock of sheep.
Additionally, the dog's relaxed posture and the sheep's calm demeanor suggest a
harmonious and comical coexistence, which can be amusing to observers. The image
captures a moment that is both endearing and whimsical, which can elicit a light-
hearted response from viewers.

3. Choose one of the two pictures below to fillin the blank space above to maintain the
pattern.

To maintain the pattern, the blank space above should be filled with the image of the
green parrot. This is because the pattern alternates between the green parrot and the
orange tiger, and since the lastimage in the sequence is the orange tiger, the next image
should be the green parrot to continue the alternating pattern.
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(b) Details in visual token extension.
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Absinthe Painting -
Cafe Scene In Paris by
Henri Gervex. Analyze
then generate.

Capture a scene of space
elevator

Direct T2l
Generation

[Round 1] Generate a similar
image
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plush towels, floral bedding, striped
containers, and scented candle, high
contrast, minimalistic, vibrant color
palette, digital collage. |,
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Describe the image and change the character to a dog.
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Quantitative Results
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